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Abstract 

The American Medical Informatics Association (AMIA) Visual Analytics Working Group (VIS WG) established a 
Task Force on Evaluation (TFoE) in early 2016 to investigate the state-of-the-art in visual analytics evaluation and 
to provide a report documenting recommendations for visual analytics evaluation within the context of the medical 
informatics domain.  This progress report documents the history of this task force, including its mandate and 
membership.  This report also provides a brief summary of progress made so far, outlines future plans, and 
describes how additional members of the community can participate. 

 

1. Introduction 

The healthcare domain has long been a data-driven enterprise.  From point-of-care decisions made by clinicians 
based on a patient’s medical history, to longitudinal population studies that provide evidence for clinical practice 
guidelines (CPG), to individuals monitoring their own health through patient-generated health data (PGHD), the 
collection, organization, and utilization of information is at the center of nearly every aspect of modern medicine.  
This was the case in the era of paper charts, and continues as both the collection and utilization of data in medical 
practice has accelerated during the industry’s shift toward a more digital and modern health IT infrastructure.  For 
example, in the United States, the Office of the National Coordinator for Health Information Technology now 
reports that 96% of hospitals have an electronic health record system (EHR).1 Reports suggest similar percentages of 
hospitals making progress toward meaningful use standards,2 a set of criteria designed to access the capture and use 
of clinical data from EHR systems to improve quality, safety, and efficiency. 

This ongoing digital transformation is producing large amounts of digital data, and is sparking a broad range of 
research and development aimed at enabling new data-driven methods for improving the healthcare system.  One 
critical aspect of this wave of innovation has been in the design and development of effective ways to communicate 
data that can ultimately generate new knowledge and enable more insightful actions.  Both the medical informatics 
and visualization research communities have recognized the growing importance of this challenge and have 
identified visual analytics as a critical area for technological innovation.3,4  Visual analytics technologies support 
analytical reasoning about complex and large scale datasets using a combination of interactive visualization-based 
user interfaces and computational analysis.  As such, these methods have the potential to help make data more 
interpretable and actionable for a range of healthcare user populations: from clinicians, to population health analysts, 
to patients, and to their caregivers and families. 

However, despite the great promise of visual analytics to support more effective data analysis and decision making, 
it can be challenging to evaluate the benefits that a specific technology provides.  This difficulty is recognized 
within the visualization community,5 but is an even more critical hurdle in medical informatics applications where 
technologies must be rigorously proven before they can be widely adopted.  

In early 2016, the American Medical Informatics Association (AMIA) Visual Analytics Working Group (VIS WG) 
established a Task Force on Evaluation (TFoE) to investigate the state-of-the-art in visual analytics evaluation and to 
provide a report documenting recommendations for visual analytics evaluation within the context of the medical 
informatics domain.  This paper provides the history of the TFoE, describes its mandate and composition, and 
summarizes both its progress to date and future plans. 



  

2. The Creation of a Task Force on Evaluation 

Reflecting a growing interest in applying advances in visual analytics to the medical domain, the annual Visual 
Analytics in Healthcare Workshop6 will be held for the seventh time this year. The workshop first took place in 
2010 and has been held annually since then at either the AMIA Annual Symposium or the IEEE VIS Conference, 
reflecting the interdisciplinary nature of the topic. The emerging community fostered by this event was recognized 
by AMIA in 2015 with the establishment of the official VIS WG.  

The VIS WG held its first annual meeting at the 2015 AMIA Annual Symposium.  During the annual meeting, 
attendees were asked to suggest potential activities for the VIS WG to organize in its first year.  One topic that 
resonated broadly during that discussion was the need to address best practices for evaluation of new technologies.  
The group recognized the both (1) the fundamental difficulty of evaluating visualization technologies, and (2) the 
critical importance of evaluation given the medical context of our work.  

At the conclusion of those discussions, it was recommended that the VIS WG establish a task force to survey the 
state-of-the art in this area, and to recommend best practices for evaluation of visual analytics research within the 
medical informatics domain.  The TFoE would be charged with developing a report to document its findings, with 
this article serving as an interim progress report. 

Following the annual meeting, the VIS WG distributed a call for volunteers via both the AMIA VIS WG mailing list 
(restricted to AMIA members) and the VAHC email list6 (representing a broader and more diverse community). All 
interested parties were invited to join the TFoE’s first conference call on February 5th, and a total of 16 people called 
in to participate.  Over subsequent month meetings, a group of seven people (all authors on this report) emerged as 
the core contributors to the task force: David Gotz (chair), David Borland, Jesus Caban, Dawn Dowding, Brian 
Fisher, Vadim Kagan, and Danny Wu.  This team has broad representation, with members from industry, 
government, and academia. 

 

3. Progress to Date 

In this section we summarize the TFoE’s preliminary results. Over the course of monthly meetings, beginning in 
February, the TFoE has engaged in two major threads of activity: an interdisciplinary literature review, and the 
development of a framework for characterizing evaluation methods specifically within the medical informatics 
domain. 

 

3.1 Literature Review. We have identified three general domains that should be considered when studying 
evaluation techniques relevant to medical informatics: “traditional” visualization, health IT, and cognitive 
psychology.  

Traditional Visualization. Evaluation in the visualization literature often involves user studies in which quantitative 
measures such as speed and accuracy are measured for specific visual representations. However, other evaluations 
techniques such as long-term case studies are also commonly employed. There are many examples in the literature 
discussing the unique challenges of visualization evaluation, the range of both quantitative and qualitative 
approaches that can be employed, and the relative strengths and weaknesses of those techniques.5,7–10 Examples 
which apply some of these visualization evaluation methods within the medical informatics domain have also been 
described.11,12 

Health IT. Within the health IT discipline, systems are typically viewed as comprised of several interacting 
components (e.g., the content of the system, the user interface, and the hardware on which an intervention is 
delivered), which are in turn implemented within larger equally complex systems (e.g., interacting health care 
organizations).  This multi-layered systemic complexity makes the evaluation of health IT systems an enormously 
complex problem, with challenges including the identification of how the different components of the intervention 
(the health IT system) interact to produce outcomes, and the causal pathways or mechanisms by which they achieve 
those outcomes. The literature in this field has addressed these issues in various ways, many of which can be applied 
to visualization-based systems.  For example, the Medical Research Council (MRC) framework for complex 
interventions provides an overview of the process by which an intervention can be developed and then evaluated.13 
More broadly, many have proposed models that consider ways to evaluate the effect of health IT system on 
outcomes, while taking into account the complexity of the context in which they are implemented.14–21 Finally, 



  

recent work exploring so-called “realist evaluation” methods have focused even more directly on evaluations based 
on understanding the interactions between (1) the context (the situation and factors where an intervention is 
implemented), (2) the mechanism (through which an intervention is thought to change behavior or other factors), 
and (3) the clinical outcome.22,23 

Cognitive Psychology. One approach to dealing with the complexity of evaluation is to develop analytic methods 
that seek out regularities in cognitive task performance. These begin with aspects of human information processing 
that are said to be "architectural" in the sense that they are consistent across individuals and over time for a given 
individual. Many of these human capabilities, such as trichromacy, and scope of verbal short-term memory, are 
well-known to the human-computer interaction (HCI) community.24,25 Others, such as the number and processing of 
attentional tokens (Pylyshyn's FINSTs26) are less commonly understood. As data displays become more complex 
and dynamic we may find that the psychological underpinnings of traditional HCI methods must be augmented by 
aspects of human cognitive architecture that are only now being investigated in the cognitive science and 
psychology communities.27 One way to do this is for a cognitive psychologist to closely examine a video screen 
capture of the interface in use, looking for potential threats to human cognitive architecture. This draws from "close 
reading" methods used in the humanities, but is intended to understand the interaction of human cognitive 
architecture with the unusual perceptual situations generated by modern display environments. From this 
examination a laboratory study can be constructed that can evaluate whether those threats are real. For example, an 
examination of a proposed Next-Gen air traffic control interface generated a set of psychology studies that evaluated 
whether changes in viewer position in a moving-target display would adversely affect air traffic controllers' ability 
to track individual aircraft using the new interface approach.28 
 
Not all cognitive task regularities are architectural. Many differ between individuals due to their individual 
capabilities. Laboratory studies of individual differences in performance may find patterns of behavior that are 
consistent for that individual but differ between individuals. Investigation of these patterns may lead to a "personal 
equation of interaction" which might enable an interface to be adapted to a given user's cognitive abilities as well as 
to their preferences.29 As with the cognitive architecture work, this also generates quantitative measures, however in 
this case the tests are done entirely within subjects with an eye towards evaluating consistency of performance for a 
given individual in the task environment. Such methods may be especially germane to the medical informatics 
domain, in which many individuals with diverse backgrounds (e.g., patients, nurses, doctors) may interact with the 
same data in different ways. 
 
Both cognitive architecture and individual difference studies fall along the X axis in Figure 1, quantitative 
measurements. While they may begin with examination of rich data (e.g. a screen capture video) the goal is to move 
to the laboratory for quantitative studies. If we are to address the Y axis of realism from a cognitive perspective we 
must find ways of building theory from rich data more directly. To address the qualitative Y axis in figure 1 we refer 
to the work of social scientists whose qualitative ethnographic research methods have been applied to examine 
organizational processes. Cognitive ethnography  constitutes a special case in that it bridges ethnographic methods 
and cognitive task performance.30 These approaches emerged from a new perspective in cognitive science that views 
cognition as a product of interaction of mental activities and information from the environment, often in the form of 
cognitive artifacts such as notation systems and visualization.31,32 This labor-intensive method requires trained video 
analysts supported by software designed specifically for analysis of sociotechnical systems.33 

The greatest challenge in our attempt to understand medical information systems lies along the diagonal in figure 1, 
where we examine how systems that include one or more human agents interact with the rich sensory environments 
that visual information systems can provide. While this is a new frontier, some progress is being made through the 
use of mixed-methods such as field experiments that manipulate some aspects of a complex task that is conducted in 
a realistic environment. Traditional social science methods such as grounded theory can be used here, and hybrid 
cognitive science approaches utilizing large-scale framework theories such as Clark's Joint Activity Theory are 
being developed.34–38 

Effort on the literature review continues, however it has already proven fruitful in helping us form an organizational 
framework for evaluation. 

3.2 Framework.  The task force has developed and is continually improving a framework to organize the findings 
from the selected publications (Figure 1 (left)). In this two-dimensional framework, each publication can be 



  

positioned based on the degree of its quantitative measures and its realism of settings and tasks. For example, a 
longitudinal study using highly quantitative measures will be placed on the top-right corner and regarded as an 
outcome study. The space can be divided into four regions, enabling the framework to categorize publications into 
four broad groups: initial prototypes, task-based time and error studies, longitudinal case studies, and outcome 
studies.  These categories can be characterized based on (1) the degree of quantitative measurements and (2) the 
realism of the study tasks and environment.  All four groups provide are valuable perspectives on evaluation and can 
give new insight about the frequency of studies that combine both quantitative rigor and realistic settings and tasks.  
The results from this study will be crucial for determining which areas of visual analytics in healthcare require more 
attention and are worthy of the investment in time and resources. 

Figure 1(right) shows some of our preliminary results after reviewing 23 papers that introduce a visualization 
framework to explore clinical data.   Each paper was reviewed and received a 0-5 score for the level of qualitative 
and quantitative evaluations that was performed.  The size of the circles in Figure 1(right) represents the number of 
papers that received a specific score.   Preliminary results show that a significant amount of papers describe a system 
and use some sort of qualitative measure to describe the benefits of the tool without providing detailed quantitative 
scores.  It was encouraging to see that 21.7% of the papers have a balanced approach to describe and validate their 
frameworks as illustrated by the 2/2 and 4/4 scores. 

 

 
 

Figure 1.  (left) A framework for characterizing the space of possible evaluations.  The two key dimensions include 
the clinical realism of the evaluation (the Y axis) and the level of quantifiable evidence gathered (the X axis).  (right) 
Preliminary results after reviewing 23 papers that introduce and validate a visualization framework to explore 
clinical data.    

 

 

4. Future Agenda and Opportunities to Participate 

In the first eight months of its existence, the AMIA VIS WG TFoE established the general framework for collecting 
and evaluating both existing and developing approaches for the visualization of health-related information. The 
efforts of the TFoE, however, are far from complete and there are many opportunities for members of the 
community to contribute to TFoE’s efforts going forward.  

One of the most critical items is the completion of the literature review–thus building the foundation for the 
remaining TFoE tasks. While the team has identified several publications in its early work, the universally accepted 
importance of visualization methodologies ensures that the universe of relevant publications is much larger.  The 
core team would like to see participants from across different fields contribute to the growing collection and 
organization of relevant literature. Moreover, as we have started with our work on the interactive visualization of our 
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evaluation framework and related literature, possibilities exist for the development of tools to help gather, organize, 
and communicate TFoE findings.  For example, there is the potential to explore automated methods which use 
modern data-mining platforms, such as Stanford Deep Dive,40 to help identify new relevant publications as they 
become available as part of a dynamically updated repository. 

Concurrently with the literature review, recommendations for best practices in terms of evaluation procedures must 
be developed in alignment with the framework being established by the Task Force. The creation of standard criteria 
and the corresponding guidelines for when certain methods are most appropriate will be an important step toward 
establishing a “gold standard” for evaluation activities when conducting visual analytics research in the healthcare 
domain. 

In order to achieve wider visibility and to facilitate engagement of researchers and industry experts beyond the core 
community, the TFoE is planning to develop a public web site where up-to-date reports, tasks and challenges will be 
available for the general public to review. In addition to these documents, the website will contain the previously 
described interactive visualization of how existing identified literature fits within the proposed evaluation 
framework, and the planned best practices recommendations. This will be a critical tool in disseminating the results 
and collecting feedback from the community.  

While this paper represents an update on the work in progress, a more comprehensive formal report covering the 
TFoE activities is planned for the future. However, as described above, much work remains to be done before such a 
report can be produced.  All members of the broader VAHC community are invited to join the task force and to 
contribute to its ongoing work.   Those interested in joining the TFoE, receiving notifications about future task force 
reports, providing feedback on reported results, or suggestions for future activities are encouraged to contact the 
TFoE chair David Gotz at gotz@unc.edu. 
 

5. Conclusion 

The AMIA VIS WG Task Force on Evaluation (TFoE) was established in early 2016 to investigate the state-of-the-
art in visual analytics evaluation and to provide a report documenting recommendations for visual analytics 
evaluation within the context of the medical informatics domain.  A team of seven experts have volunteered to work 
toward this goal, and this article serves as a progress report to the VIS WG community regarding the TFoE’s 
progress to date.  Progress includes an ongoing literature review and the development of a framework for 
characterizing different approaches to the evaluation process.  The TFoE will continue these areas of work, with the 
goal of developing a final report for the VIS WG community in the coming months.  
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