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ABSTRACT

The display of multivariate data is a common task in data visualization. However as dimensionality increases, it becomes increasingly difficult to visualize all dimensions using standard multivariate visualization techniques, such as parallel coordinates. Dimension reduction is often used to show relationships between data objects in a lower-dimensional representation, but the relationships between data objects and the original dimensions is typically lost. We introduce Dual View, a visualization technique for high-dimensional datasets that directly represents both data objects and data dimensions in separate 2D layouts. Linked views, spatial aggregation, and iterative layout refinement enables the exploration of high-dimensional datasets. We present the underlying algorithms for layout and interaction, a prototype Dual View user interface, and some examples applying Dual View to multidimensional datasets.

Index Terms: H.5.2 [Information Systems]: Information Interfaces and Presentation—User Interfaces; I.3.8 [Computing Methodologies]: Computer Graphics—Applications

1 INTRODUCTION

The collection and analysis of very large and complex datasets has become widespread across a range of domains in recent years. Data visualization is often employed to help analyze and understand such datasets, and many existing visualization techniques can be directly applied in cases of increased data volume—e.g. a bar chart showing the distribution of a binary variable works equally well for ten records as for 1 billion records. However increasing data complexity, including many dimensions of different types, can be problematic for common visualization techniques. Complex high-dimensional datasets can contain hundreds, or thousands, of variables. In contrast, the most complex example in a survey of the state of the art in visualization techniques, such as parallel coordinates. Dimension reduction techniques such as principal component analysis (PCA) and multidimensional scaling (MDS), are often used to visualize multidimensional datasets by showing relationships between data objects in a lower-dimensional representation. However, these techniques typically fail to retain the relationships between data objects and the original dimensions.

Dual View is a visualization technique designed to address this challenge. It directly represents both data objects and data dimensions in separate 2D layouts (Figure 1). Dual View combines linked views of relationships among and between objects and dimensions, spatial aggregation, and iterative layout refinement to enable the exploration of high-dimensional datasets. Moreover, it can be applied to both numeric and categorical dimensions. We present the underlying algorithms, a prototype Dual View user interface, and some examples applying Dual View to real world datasets.
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2 METHODS

The fundamental concept of Dual View is to provide a 2D view of data objects, as is common with dimension reduction techniques, along with a separate 2D view of the data dimensions, such that each dimension and each object is directly represented.

2.1 Relations

Relations calculated (a) among dimensions, (b) among objects, and (c) between objects and dimensions, are used for 2D layout and interactive highlighting.

Dimension Relations. For dimension relations, different methods are used depending on the dimension types. Numeric-numeric relations are computed using Pearson’s $r$, which results in a value in the range [-1, 1], where -1 is total negative correlation, 0 is no correlation, and 1 is total positive correlation. Numeric-categorical relations are computed using multiple regression with $k - 1$ variables for a categorical variable with $k$ labels. The regression $R^2$ value provides a value in the range [0, 1], with 0 indicating no association, and 1 indicating that 100% of the variability in the numeric variable is explained by the categorical variable. Categorical-categorical relations are computed using Cramér’s $V$, which also provides an association value in the range [0, 1].

Object Relations. For relations between objects, the object similarity across all dimensions is computed. Our prototype uses cosine similarity, though other similarity metrics could also be used.

Dimension-Object Relations. Relations between dimensions and objects are determined by a normalized value, $v'$ (in the range [0, 1]) from the object value $v$ for that dimension $d$. For numeric dimensions, this is a straightforward linear mapping: $v' = \frac{v - d_{min}}{d_{max} - d_{min}}$. For categorical dimensions with $k$ labels there is no inherent mapping from a label a number in the range [0, 1]. In order to emphasize
“rare” values, each label is sorted by decreasing frequency, and then mapped to [0, 1] based on the sorted index $v_i$: $v_i = \frac{1}{n}$. When mapping to color, dimension relations map values from [-1, 0, 1] to [blue, light grey, red] in order to be able to display negative vs. positive correlations. Categorical relations (in the range [0, 1]) will always range from light grey to red. All other relations map values from [0, 0.5, 1] to [blue, light grey, red].

2.2 Layout

We use t-SNE [4] for our 2D layouts to emphasize clusters in the data, although other techniques (e.g., PCA, MDS) could also be used. Dimensions layouts use the computed dimension relations. For numeric-numeric dimension relations, the absolute value of the correlation, $|r|$, is used such that highly related dimensions should be clustered together, even if the relation is negative. Objects are laid out using the normalized values for each dimension. The user can control t-SNE parameters such as perplexity, early exaggeration, learning rate, and number of iterations. In order to handle over-plotting issues when rendering many data points, hexagonal binning is used [2]. Each hexagonal grid cell containing at least one data point contains a hexagonal glyph with area proportional to the number of data points within the cell (Figure 2), normalized to the maximum number per grid cell in each layout.

2.3 Interaction and Visualization

Users can select dimensions and objects via clicking individual grid cells, or dragging a selection rectangle. Selected cells are represented with a grey halo. For a given selection, a selection connection is computed for each data object and dimension, representing the distribution of the relations between that dimension/object and the selection. Each connection consists of two components: a central tendency value and a consistency measure. The interior of the hexagonal glyph is colored as described in Section 2.1, and the consistency is displayed via the darkness of the glyph outline. The current prototype enables the user to choose between mean or median for the value, and standard deviation, p-value, or extremeness for consistency. For a selection size $n$, the extremeness is calculated as the average normalized distance from the midpoint of the normalized range for that relation, e.g.:

$$\frac{1}{n} \sum_{i=1}^{n} |(v_i - 0.5) \times 2|$$

The extremeness helps differentiate between (a) connections with consistent mid-range relations to the current selection, and (b) connections with distributions of high and low relations (Figure 3). Since each hexagonal glyph can represent multiple data dimensions or objects, the average value and consistency are displayed.

Since both dimensions and objects can be selected at the same time, the dimension and object views both adopt priority-based highlighting. For the dimension layout, selected objects take precedence, and vice versa. The user can also mouse-over any populated cell to see a tooltip with the dimension/object names in that cell. In the absence of a selection, this cell will be used for highlighting. Finally, the user can choose to recompute the t-SNE layout for dimensions using just the selected objects, and vice versa, enabling the user to iteratively explore alternative layouts based on different combinations of objects and dimensions (Figure 4).

3 LIMITATIONS AND FUTURE WORK

The Dual View technique is intended to provide a useful overview of large multidimensional datasets to identify potential relationship of interest for investigation. Future work will include incorporating application-specific supplementary visualizations to provide detailed views of the user’s analytic focus, as well as expanding the interactive capabilities to include concepts such as multiple groupings of objects and dimensions.

Although the visualization design is intended to handle arbitrary numbers of dimensions and objects via aggregation, current performance limits its applicability to a few hundred dimensions/objects, as all computation is performed on the fly in the browser. We plan on exploring ways to increase the performance, including pre-computation of relations.
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